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Class Announcements
Homework
Homework #5 due 11/06
Homework #6 due 11/13

Course Project:
Midterm Report due 10/27

Lectures:
Extra videos on Notebooks

Quizzes:
Weekly quiz as usual.

Exams:
Next exam 11/21. Same format.
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Review

• Basic Data Wrangling Steps
— Missing values
— Scaling
— Encoding of categorical values

• Pipelines

4
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Today’s Topics
Hyperparameter Tuning

5

Model Evaluation
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Hyperparameter 
Tuning

6
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Source: Dr. Raschka, ML Course
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Hyperparameters

• Learning rate 𝛼
• Mini-batch size
• Decision Trees
— Tree depth
— Bagging Yes/No
— Size of Forest

• Polynomial Regression Degree
• Regularization 𝜆
• Learning rate decay

8
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Hyperparameters
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Hyperparameters

• Learning rate 𝛼
• Mini-batch size
• Decision Trees
— Tree depth
— Bagging Yes/No
— Size of Forest

• Polynomial Regression Degree
• Regularization 𝜆
• Learning rate decay
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What not to do?

Non-division by zero 𝜖
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We will test 10 values of a low 
priority parameter without 
changing a high-priority 

parameter.
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Hyperparameters

• Learning rate 𝛼
• Mini-batch size
• Decision Trees
— Tree depth
— Bagging Yes/No
— Size of Forest

• Polynomial Regression Degree
• Regularization 𝜆
• Learning rate decay
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A better approach

Non-division by zero 𝜖
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Randomly sample the 
hyperparameter space.
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Hyperparameters

• Learning rate 𝛼
• Mini-batch size
• Decision Trees
— Tree depth
— Bagging Yes/No
— Size of Forest

• Polynomial Regression Degree
• Regularization 𝜆
• Learning rate decay
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An even better approach

Non-division by zero 𝜖
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Coarse search

We found region of 
better performance

Perform fine search
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Scaling Hyperparameter Search Space

• Number of trees in a RandomForest 𝑇

• Tree Depth 𝐿

18

𝑇 ∈ {100, 200,… , 1000}

𝐿 ∈ {3	… , 5}

100 1000

3 54

Random samples are ok.
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Scaling Hyperparameter Search Space

• Learning rate 𝛼

• 𝛼 = 𝑢𝑛𝑖𝑓𝑜𝑟𝑚_𝑠𝑎𝑚𝑝𝑙𝑒 0.001, 	1.0

19

𝛼 ∈ {0.001,… , 1} 0.001 1

Random samples are not 
ok now.

We will barely sample the 
range of 0.001 to 0.01
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Scaling Hyperparameter Search Space

• Learning rate 𝛼

• 𝛼 = 𝑢𝑛𝑖𝑓𝑜𝑟𝑚_𝑠𝑎𝑚𝑝𝑙𝑒 0.001, 	1.0

• Instead do 𝛼 = 10!"#$%&'_)*'+,-(/0,2)

20

𝛼 ∈ {0.001,… , 1} 0.001 1

ln 0.001
ln 1

Log of ending point

Log of starting 
point
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Scaling Hyperparameter Search Space

• Learning rate 𝛼

• 𝛼 = 𝑢𝑛𝑖𝑓𝑜𝑟𝑚_𝑠𝑎𝑚𝑝𝑙𝑒 0.001, 	1.0

• Instead do 𝛼 = 10!"#$%&'_)*'+,-(/0,2)

21

𝛼 ∈ {0.001,… , 1} 0.001 1

0.001 10.01 0.1

After appropriate scale, we 
can randomly sample.
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Code Example
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Pop Quiz
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Notebook Time

24
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Why do we assess the predictive performance 
of machine learning models?

• Estimate generalization from 
performance on unseen data

• We want to tweak hyperparameters 
to squeeze as much performance as 
possible from the selected 
hypothesis space.
• We want to select the best-

performing ML algorithm/hypothesis 
space

25
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Holdout Method

Sample ID: 1 2 3 4 5 6 7 8 9 10

Training Set Validation Set
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28

Holdout Method

Sample ID: 1 2 3 4 5 6 7 8 9 10

Training Set Validation Set

Sometimes, the holdout method can be misleading.

Training error is 
biased and over-optimistic.

Validation/Test error is unbiased (unseen data). 
But is it optimistic or pessimistic?
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Test/Validation Set Optimism

1. Underutilization of data
— Typical 20-30% validation set reduces samples available for training 

2. Does not account of variance in training data
— E.g., change seed in train_test_split()

3. High variance due to selection split
— Unbalanced classes or Skewed target distributions
— Too hard or too easy training/validation/sets
— E.g., credit card fraud detection example with random split

29
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Test/Validation Set Optimism

1. Underutilization of data
— Typical 20-30% validation set reduces samples available for training 

2. Does not account of variance in training data
— E.g., change seed in train_test_split()

3. High variance due to selection split
— Unbalanced classes or Skewed target distributions
— Too hard or too easy training/validation/sets
— E.g., credit card fraud detection example with random split

30

Test/validation either over-optimistic or pessimistic 
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Pessimistic

• Pessimistic test error not necessary a bad thing

• For model evaluation:
— Correct test error for three models: ℎ! = 25% < ℎ" = 30% < ℎ# = 35%
— Pessimistically biased test error of 5%: ℎ! = 30% < ℎ" = 35% < ℎ# = 40%
— The ranking of the models does not change

31
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Training Data Variance

• Original dataset (n=150):
— 50 (33.3%) Setosa (S)
— 50 Versicolor (Ve)
— 50 Virginica (Vi)

• Potential split distribution
— Training set (100): S-38, Ve-28, Vi-34
— Test set (50): S-12 Ve-22, Vi-16

32

Source: Dr. Raschka ML Course
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Training Data Variance

• Original dataset (n=150):
— 50 (33.3%) Setosa (S)
— 50 Versicolor (Ve)
— 50 Virginica (Vi)

• Potential split distribution
— Training set (100): S-38, Ve-28, Vi-34
— Test set (50): S-12 Ve-22, Vi-16

• One solution: Stratify

33

Source: Dr. Raschka ML Course
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Pessimistic

• Pessimistic test error not necessary a bad thing

• For model evaluation:
— Correct test error for three models: ℎ! = 25% < ℎ" = 30% < ℎ# = 35%
— Pessimistically biased test error of 5%: ℎ! = 30% < ℎ" = 35% < ℎ# = 40%
— The ranking of the models does not change

34

What about over-optimism?
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Model Evaluation with Confidence Interval

How confident are we about the model 
performance?

35
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Confidence Intervals for Model Evaluation

• The confidence interval is a range of values for a variable 𝑣.
— E.g., 𝑣$%& < 𝑣 < 𝑣'()'
• The 𝑋% confidence interval is the probability 𝑋% of 𝑣 be within the 

range [𝑣,%4 , 𝑣5#65]
— E.g., 95% confidence interval of  30 < 𝑣 < 40

36
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Train

Test

Data: !, #

New Data: !!" , #!"

Parameters $

Test Error: {i=1, error=32}
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Confidence Intervals for Model Evaluation

• The confidence interval is a range of values for a variable 𝑣.
— E.g., 𝑣$%& < 𝑣 < 𝑣'()'
• The 𝑋% confidence interval is the probability 𝑋% of 𝑣 be within the 

range [𝑣,%4 , 𝑣5#65]
— E.g., 95% confidence interval of  30 < 𝑣 < 40
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Train

Test

Data: !, #

New Data: !!" , #!"

Parameters $

Test Error: {i=1, error=32}

Train

Test

Data: !, #

New Data: !!" , #!"

Parameters $

Test Error: {i=2, error=28}
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Confidence Intervals for Model Evaluation

• The confidence interval is a range of values for a variable 𝑣.
— E.g., 𝑣$%& < 𝑣 < 𝑣'()'
• The 𝑋% confidence interval is the probability 𝑋% of 𝑣 be within the 

range [𝑣,%4 , 𝑣5#65]
— E.g., 95% confidence interval of  30 < 𝑣 < 40
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Train

Test

Data: !, #

New Data: !!" , #!"

Parameters $

Test Error: {i=1, error=32}

Train

Test

Data: !, #

New Data: !!" , #!"

Parameters $

Test Error: {i=2, error=28}

Train

Test

Data: !, #

New Data: !!" , #!"

Parameters $

Test Error: {i=3, error=38}

Train

Test

Data: !, #

New Data: !!" , #!"

Parameters $

Test Error: {i=k, error=34}…

…
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Pop Quiz
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Binomial Distribution

Pr 𝑋 = 𝑘 =
𝑛!

𝑘! 𝑛 − 𝑘 !
𝑝*(1 − 𝑝)+,*
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Coin Flip (Bernoulli Trial)

• Mean 𝜇7 is the average number of Heads in 𝑛 trials

𝜇* = 𝑛𝑝 = 𝑛
𝑘
𝑛

= k	

• Mean Variance 𝜎78 = 𝑛𝑝 1 − 𝑝 = 𝑘 − 7!

"

• Standard deviation = 𝑠𝑞𝑟𝑡 𝜎78 = 𝜎7 = 𝑛𝑝 1 − 𝑝

42
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Our ML results with a 0-1 Loss

• 𝐸𝑅𝑅) =
9
"
∑:∈<	 𝛿 𝑓 𝑥 , ℎ 𝑥 = 9

"
∑:∈<	 𝐼 𝑦, J𝑦 = 𝑝

• Mean Variance 𝜎8 = 𝑝 1 − 𝑝

• Standard Error 𝑆𝐸 = >!

"
= + 9/+

"

43
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Our ML results with a 0-1 Loss

• 𝐸𝑅𝑅) =
9
"
∑:∈<	 𝛿 𝑓 𝑥 , ℎ 𝑥 = 9

"
∑:∈<	 𝐼 𝑦, J𝑦 = 𝒑

• Mean Variance 𝜎8 = 𝑝 1 − 𝑝

• Standard Error 𝑆𝐸 = >!

"
= + 9/+

"

44

Normal Approximation Interval
• 𝑛 > 40
• 𝑛𝑝 > 5
• 𝑛 1 − 𝑝 > 5

𝐶𝐼 = 𝑝 ± 𝑧
𝑝 1 − 𝑝

𝑛
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Our ML results with a 0-1 Loss

• 𝐸𝑅𝑅) =
9
"
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"
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• Mean Variance 𝜎8 = 𝑝 1 − 𝑝

• Standard Error 𝑆𝐸 = >!

"
= + 9/+
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Normal Approximation Interval
• 𝑛 > 40
• 𝑛𝑝 > 5
• 𝑛 1 − 𝑝 > 5

𝐶𝐼 = 𝑝 ± 𝒛
𝑝 1 − 𝑝

𝑛
𝑋% Confidence Interval
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Normal Approximation Interval

Normal Approximation Interval
• 𝑛 > 40
• 𝑛𝑝 > 5
• 𝑛 1 − 𝑝 > 5

𝐶𝐼 = 𝑝 ± 𝒛
𝑝 1 − 𝑝

𝑛
𝑧

0.95 of the 
samples here

CI for other 𝑧 values: 99%, 𝑧 = 2.58, 90%, 𝑧 = 1.64
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Code example
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Our error could still be over-optimistic due to sampling random effects.

Estimate on a single trained model

48
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Repeated Holdout
• Also known as Monte Carlo Cross Validation

• Average performance over 𝑘 repetitions

𝐴𝐶𝐶!"# =
1
𝑘
&
$%&

'

𝐴𝐶𝐶$

• 𝐴𝐶𝐶$ is the accuracy estimate for the 𝑗th test set of size 𝑚

𝐴𝐶𝐶$ = 1 −
1
𝑚&

(%&

)

𝐼 𝑦 ( , -𝑦 (
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Bootstrapping and Empirical Confidence 
Interval

• Bootstrapping: resampling technique to estimate a sampling 
distribution
— Introduced by Bradley Efron 1979
— We are interested in estimating the distribution of our model error
— Sampling with replacement
— In contrast, holdout method samples without replacement

50
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Bootstrap Algorithm

1. Inputs: Data size {𝑋, 𝑦} of size 𝑛
2. For 𝐵 bootstraps trials:

1. Draw	𝑛	samples with replacement from {𝑋, 𝑦} to form 𝑋, 𝑦 - 
2. Fit model with 𝑋, 𝑦 -
3. Compute model accuracy

𝐴𝐶𝐶- =
1
𝑛
M

(.!

+
1 − 𝐿 𝑓 𝑥-

( , ℎ 𝑥-
(

3. Model accuracy is the average  bootstrap accuracy 

𝐴𝐶𝐶L%%M =
1
𝐵
R

LN9

O
𝐴𝐶𝐶L

51
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Bootstrap Algorithm

1. Inputs: Data size {𝑋, 𝑦} of size 𝑛
2. For 𝐵 bootstraps trials:

1. Draw	𝑛	samples with replacement from {𝑋, 𝑦} to form 𝑋, 𝑦 - 
2. Fit model with 𝑋, 𝑦 -
3. Compute model accuracy

𝐴𝐶𝐶- =
1
𝑛
M

(.!

+
1 − 𝐿 𝑓 𝑥-

( , ℎ 𝑥-
(

3. Model accuracy is the average  bootstrap accuracy 

𝐴𝐶𝐶L%%M =
1
𝐵
R

LN9

O
𝐴𝐶𝐶L
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Too Optimistic!
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Better Bootstrapping Approaches

• Leave-One-Out Bootstrap (LOOB)
— Same as above
— Ensures one of the samples at each bootstrap trial is left out for validation
— Accuracy measured on validation sample

• Out-of-bag Bootstrapping
— Samples left out during bootstrapping sampling are used for testing
— Accuracy measured on test samples
— Recall a little over 36% of samples are left out at each bootstrap trial

53
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Out-of-Bag Bootstrapping (OOB)

Source: Dr. Raschka, Machine Learning Course
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Out-of-Bag Bootstrapping (OOB)

Source: Dr. Raschka, Machine Learning Course

𝑆𝐸!""# =
1

𝐵 − 1
T
!$%

&

𝐴𝐶𝐶! − 𝐴𝐶𝐶!""# '

𝐴𝐶𝐶!""# =
1
𝐵4!$%

&
𝐴𝐶𝐶!

𝐶𝐼 = 	𝐴𝐶𝐶!""# ± 𝑡×𝑆𝐸!""#
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Out-of-Bag Bootstrapping (OOB)

Source: Dr. Raschka, Machine Learning Course

𝑆𝐸!""# =
1

𝐵 − 1
T
!$%

&

𝐴𝐶𝐶! − 𝐴𝐶𝐶!""# '

𝐴𝐶𝐶!""# =
1
𝐵4!$%

&
𝐴𝐶𝐶!

𝐶𝐼 = 	𝐴𝐶𝐶!""# ± 𝒕×𝑆𝐸!""#

T Distribution For 𝐵 = 200 and 95% CI
𝑡($).)+,-- = 1.984
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Out-of-Bag Bootstrapping (OOB)

Source: Dr. Raschka, Machine Learning Course

𝑆𝐸!""# =
1

𝐵 − 1
T
!$%

&

𝐴𝐶𝐶! − 𝐴𝐶𝐶!""# '

𝐴𝐶𝐶!""# =
1
𝐵4!$%

&
𝐴𝐶𝐶!

𝐶𝐼 = 	𝐴𝐶𝐶!""# ± 𝒕×𝑆𝐸!""#

At least 200 bootstrap trials are recommended.
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K-Fold Cross 
Validation

58
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K-Fold Cross Validation

• Non-overlapping validation folds
— Utilizes all data for validation (aggregated folds)

• Overlapping training folds
— Sampling without replacement results in poor 

measurement of variance

• Pessimistic for small 𝑘
— Smaller training sets

59

Source: Dr. Raschka, Machine Learning Course

5-Fold CV
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K-Fold Cross Validation

Source: Dr. Raschka, Machine Learning Course



https://ttpoll.com/p/747972

61

K-Fold Cross Validation

Source: Dr. Raschka, Machine Learning Course
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K-Fold Cross Validation

Source: Dr. Raschka, Machine Learning Course
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K-Fold Cross Validation: Special Cases

k=2

Source: Dr. Raschka, Machine Learning Course
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K-Fold Cross Validation: Special Cases

k=2

k=n

Source: Dr. Raschka, Machine Learning Course

LOOCV
Leave-One-Out CV
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LOOCV vs Holdout
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Recommendations:
• For the average dataset

• 10-Fold CV
• For small datasets

• LOOCV
• For Large datasets

• 5-Fold CV
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The Law of Parsimony

Occam's Razor: "Among competing hypotheses, the one 
with the fewest assumptions should be selected."
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Pop Quiz
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Review

• Hyperparameter tuning
— Grid Search
— Random Search -> 3+ parameters
— Scale search space

• Model evaluation
— Holdout Method
• Confidence intervals
• Stratified sampling

— Repeated Holdout
• LOOB, OOBB

— K-Fold Cross-Validation
• 10-Fold, LOOCV (n-Fold)

69
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Next Lecture

• Feature selection

• Model explainability

70
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Helper Slides

71
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Train

Test

Data: 𝑋, 𝑦

New Data: 𝑥!
" , 𝑦!

"

Parameters 𝑊

Test Error

Train

Test

Data: !, #

New Data: !!" , #!"

Parameters $

Test Error


