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Class Announcements
Homework/Quizzes:
No quiz this week.
Homework #4 due 10/16

Course Project:
Midterm Report due 10/27
Teaming issues. Please contact me.

Lectures:
N/A

Exams:
Next exam 11/21
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Review

• Ensemble of techniques
• Ensemble of datasets

— Different datasets -> Bagging 

• They Reduce variance
• Perform well as long as only a few of 

the models make the same mistakes
• Boosting

— Ensemble of weak learners
— Easier to design
— Computational efficient

• Random Forests
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Today’s Topics

Data Wrangling
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Hyperparameter Tuning
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ML Life Cycle
Use Case / Application
• Cancer detection
• Clustering
• Object segmentation
• Control of pressure valve

Machine Learning Category
• Supervised
• Self-supervised
• Semi-supervised
• Reinforcement

Data
• Data acquisition
• Training, validation, test data split
• Data Wrangling

• Exploratory Data Analysis (EDA)
• Data Scaling
• Data cleaning
• Feature extraction and selection

Machine Learning Technique
• Specific technique

• Linear Regression
• Multi-layer Perceptrons (MLP)
• KNNs

• Objective Functions (ML Training)
• Hyperparameter tuning

Evaluation
• Bias/Variance Analysis
• Cross-Validation
• Performance Metric (Application)
• Explainability
• Fairness, Transparency, and Privacy

Deployment
• Stress test
• Key Performance Indicators (KPIs)
• Model Monitoring

• Data drift
• Model Refresh

6
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For in-depth discussion

Dr. Michaela Taufer: COSC 426 - Intro to Data Mining/Analytics
*New name: Data Engineering
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Data Wrangling Topics

• Basic Data Handling

• Preparing Training Data
— Transformers (Data manipulation/Not DL Technique)
— Pipelines

9
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Models like data centered around zero

Models like data with symmetric, low variance.
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Normalization

• Give equal weight to all features

• E.g., for a hypothesis !𝑦 	= 	𝑤! 	+ 	𝑤"𝑥" 	+ 	𝑤#𝑥#,
— We initialize our weights 𝑤! near zero
— Then, if 𝑥" ≫ 𝑥# it can take a while for the algorithm to find and appropriate 

weight 𝑤# to match the contributions of 𝑥".
• For gradient-based techniques, normalized inputs prevent too large or 

too small gradients.
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Normalization

• Min-Max: [0,1] range
— ML technique is sensitive to feature scale (e.g., KNN, SVM, NNs).
— Data is not normally distributed (e.g., uniform or skewed data).
— Input features need to be bounded within a specific range
• E.g., image processing, real-time systems

15
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Normalization

• Min-Max: [0,1] range
— ML technique is sensitive to feature scale (e.g., KNN, SVM, NNs).
— Data is not normally distributed (e.g., uniform or skewed data).
— Input features need to be bounded within a specific range
• E.g., image processing, real-time systems

• Standardization: Mean 𝜇 is zero and standard deviation 𝜎 is one.
— Data follows a Normal distribution
• Allows comparing the features spread

— Data variance is more important than the scale.
• E.g., age in years vs. income in dollars

— Algorithm assumes data centered around zero (e.g., L2 and L1 Regularization, Neural 
Networks Tanh activations, etc.)
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Min-Max Example

• 𝑥 $ = % ! &%"!#
%"$%&%"!#

• Training samples:
— 𝑥 # = 10	𝑐𝑚	 → 𝑐𝑙𝑎𝑠𝑠2 
— 𝑥 " = 20	𝑐𝑚	 → 𝑐𝑙𝑎𝑠𝑠2
— 𝑥 $ = 30	𝑐𝑚	 → 𝑐𝑙𝑎𝑠𝑠1

17
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𝑥%!& = 10
𝑥%'( = 30

Normalized

𝑥 # =
10 − 10
30 − 10 = 0

𝑥 " =
20 − 10
30 − 10

=
10
20

= 0.5

𝑥 $ =
30 − 10
30 − 10

=
20
20

= 1.0
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Standardization Example

• 𝑥 $ = % ! &'%
(%

• Training samples:
— 𝑥 # = 10	𝑐𝑚	 → 𝑐𝑙𝑎𝑠𝑠2 
— 𝑥 " = 20	𝑐𝑚	 → 𝑐𝑙𝑎𝑠𝑠2
— 𝑥 $ = 30	𝑐𝑚	 → 𝑐𝑙𝑎𝑠𝑠1
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𝜇( =
1
𝑛
5
!

𝑥 ! =
1
3
10 + 20 + 30 = 20

𝑠( =
1

𝑛 − 1
5
!

𝑥 ! − 𝜇( " = 10
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Standardization Example
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𝜇( =
1
𝑛
5
!

𝑥 ! =
1
3
10 + 20 + 30 = 20

𝑠( =
1

𝑛 − 1
5
!

𝑥 ! − 𝜇( " = 10

Sample 
Deviation

Population deviation 𝜎! 
divides by 

𝑛 instead of 𝑛 − 1
In Numpy: np.std(x, ddof=1)
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𝜇( =
1
𝑛
5
!

𝑥 ! =
1
3
10 + 20 + 30 = 20

𝑠( =
1

𝑛 − 1
5
!

𝑥 ! − 𝜇( " = 10

Normalized

𝑥 # =
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= −1.0

𝑥 " =
20 − 20
10

= 0

𝑥 $ =
30 − 20
10

= 1. 0	
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What about validation and test sets?

• From the training set
— 𝜇( = 20
— 𝑠( = 10
• Standardization of Validation samples:
— 𝑥-

# = 13	𝑐𝑚	 → 𝑐𝑙𝑎𝑠𝑠2 

— 𝑥-
" = 15	𝑐𝑚	 → 𝑐𝑙𝑎𝑠𝑠2

— 𝑥-
$ = 28	𝑐𝑚	 → 𝑐𝑙𝑎𝑠𝑠1

23
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Normalized

𝑥-
# =

13 − 20
10

= −0.7

𝑥-
" =

15 − 20
10 = −0.5

𝑥-
$ =

28 − 20
10

= 0.8	

We use Training set normalization 
parameters on Validation and Test sets
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Standardization

𝑥 =
𝑥./!0!&'1 − 𝜇(

𝜎(
𝜇( =

1
𝑛
5
!2#

&

𝑥(!) 𝜎( =
1

𝑛 − 1
5
!2#

&

(𝑥 ! ∗ 𝑥 ! )

Original Data
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Standardization

𝑥 =
𝑥./!0!&'1 − 𝜇(

𝜎(
𝜇( =

1
𝑛
5
!2#

&

𝑥(!) 𝜎( =
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𝑛 − 1
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Standardization

𝑥 =
𝑥./!0!&'1 − 𝜇(

𝜎(
𝜇( =

1
𝑛
5
!2#

&

𝑥(!) 𝜎( =
1

𝑛 − 1
5
!2#

&

(𝑥 ! ∗ 𝑥 ! )

Original Data Subtract 𝜇( Divide by 𝜎(
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Pop Quiz
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SkLearn Pipelines

Image source: Dr. Sebastian Raschka, 
Machine Learning Course 
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SkLearn Pipelines

• End-to-end data preprocessing and model training/testing

• Consistent application of data transformations and manipulations
— Replacing missing values
— Normalization
— Encoding

• Avoid skipping steps or using the wrong parameters

30
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Hyperparameter 
Tuning

31
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Hyperparameters

• Learning rate 𝛼
• Mini-batch size
• Decision Trees
— Tree depth
— Bagging Yes/No
— Size of Forest

• Polynomial Regression Degree
• Regularization 𝜆
• Learning rate decay

32
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What not to do?

Hyperparameter #2

H
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p
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Hyperparameters
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What not to do?

Non-division by zero 𝜖

Le
ar
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𝛼
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Hyperparameters
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What not to do?

Non-division by zero 𝜖

Le
ar

ni
ng

 r
at

e 
𝛼

We will test 10 values of a low 
priority parameter without 
changing a high-priority 

parameter.
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Hyperparameters

• Learning rate 𝛼
• Mini-batch size
• Decision Trees
— Tree depth
— Bagging Yes/No
— Size of Forest

• Polynomial Regression Degree
• Regularization 𝜆
• Learning rate decay
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A better approach

Non-division by zero 𝜖

Le
ar

ni
ng

 r
at

e 
𝛼

Randomly sample the 
hyperparameter space.
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An even better approach

Non-division by zero 𝜖
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Coarse search
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Hyperparameters

• Learning rate 𝛼
• Mini-batch size
• Decision Trees
— Tree depth
— Bagging Yes/No
— Size of Forest

• Polynomial Regression Degree
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• Learning rate decay

40

An even better approach

Non-division by zero 𝜖

Le
ar

ni
ng

 r
at

e 
𝛼

Coarse search

We found region of 
better performance

Perform fine search
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Scaling Hyperparameter Search Space

• Number of trees in a RandomForest 𝑇

• Tree Depth 𝐿

41

𝑇 ∈ {100, 200,… , 1000}

𝐿 ∈ {3	… , 5}

100 1000

3 54

Random samples are ok.
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Scaling Hyperparameter Search Space

• Learning rate 𝛼

• 𝛼 = 𝑛𝑝. 𝑟𝑎𝑛𝑑 𝑟𝑎𝑛𝑔𝑒 0.001,1.0

42

𝛼 ∈ {0.001,… , 1} 0.001 1

Random samples are not 
ok now.

We will barely sample the 
range of 0.001 to 0.01
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Scaling Hyperparameter Search Space

• Learning rate 𝛼

• 𝛼 = 𝑛𝑝. 𝑟𝑎𝑛𝑑 𝑟𝑎𝑛𝑔𝑒 0.001,1.0

• Instead do 𝛼 = 𝑛𝑝. 𝑝𝑜𝑤𝑒𝑟(10, 𝑛𝑝. 𝑟𝑎𝑛𝑑 𝑟𝑎𝑛𝑔𝑒 −3,0 )

43

𝛼 ∈ {0.001,… , 1} 0.001 1

log(0.001)
log(1)

Log of ending point

Log of starting 
point
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Scaling Hyperparameter Search Space

• Learning rate 𝛼

• 𝛼 = 𝑛𝑝. 𝑟𝑎𝑛𝑑 𝑟𝑎𝑛𝑔𝑒 0.001,1.0

• Instead do 𝛼 = 𝑛𝑝. 𝑝𝑜𝑤𝑒𝑟(10, 𝑛𝑝. 𝑟𝑎𝑛𝑑 𝑟𝑎𝑛𝑔𝑒 −3,0 )

44

𝛼 ∈ {0.001,… , 1} 0.001 1

0.001 10.01 0.1

After appropriate scale, we 
can randomly sample.
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Pop Quiz
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Notebook Time
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Review

• Basic Data Wrangling Steps
— Missing values
— Scaling
— Encoding of categorical values

• Pipelines

• Hyperparameter tuning
— GridSearch
— RandomSearch

47
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Next Lecture

• Feature Selection

• Model Explainability

48
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Exam 1 Review
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Overall Exam Statistics
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=0.92

−
4
6 log!

4
6 − 1 −

4
6 log! 1 −

4
6 = 0.91829
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=0.92

−
4
6
log!

4
6
− 1 −

4
6
log! 1 −

4
6

= 0.91829

Entropy of left or right child:

𝐼5 𝐷|𝑉 = 5
-∈7

𝑝 𝑉 = 𝑣 𝐼5 𝐷 𝑉 = 𝑣

𝑉 ∈ {𝑅𝑒𝑑, 𝐵𝑙𝑢𝑒}
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Helper Slides
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